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RWHC ITN FCC Pilot Program Quarterly Data Report 
10/30/08 update 

 
APPENDIX D – Pages 73-75 of Federal Communications Commission FCC 07-198 

 
Note regarding quarterly revisions:  Our goal for this first Quarterly Report revision is to 
maintain the ability for readers to get a comprehensive answer to the report questions and 
at the same time to provide them with an easy way to see how things have changed since 
the last quarterly report.  We have worked to accomplish this in two ways:  (1) we have 
used a blue font color in those places where we have made changes in the primary answer 
section of the text from the previous Quarterly report, and (2) at the end of each question, 
we have indicated whether a change was made, and what it was (this way, the changes will 
still be understandable if printed out in black and white).  We have also included “responsive 
data separated by month,” in those locations (such as actions/implementations completed) 
where it made sense to do so.         
 
1. Project Contact and Coordination Information 
 
a. Identify the project leader(s) and respective business affiliations. 
 
Project Coordinator: 
 Name: Louis Wenzlow 
 Affiliations:  Rural Wisconsin Health Cooperative Information Technology Network
 (RWHC ITN) and Rural Wisconsin Health Cooperative (RWHC)   
 
Associate Project Coordinator: 
 Name: David Chitwood 
 Affiliations:  Rural Wisconsin Health Cooperative Information Technology Network
 (RWHC ITN) and Rural Wisconsin Health Cooperative (RWHC)   
 
10/30/08 Update:  No changes since last (7/29/08) quarterly report. 
 
b. Provide a complete address for postal delivery and the telephone, fax, and e-
mail address for the responsible administrative official. 
 
Project Coordinator: 
 Name: Louis Wenzlow 

Title:  Chief Information Officer 
 Mail Address: 880 Independence Lane, Sauk City, WI 53583 
 Email: lwenzlow@rwhc.com 
 Phone: (608) 643-2343 ext 237 
 
Associate Project Coordinator: 
 Name: David Chitwood 

Title:  IT Manager 
 Mail Address: 880 Independence Lane, Sauk City, WI 53583 
 Email: dchitwood@rwhc.com 
 Phone: 608) 643-2343 ext 242 
 
10/30/08 Update:  No changes since last (7/29/08) quarterly report. 
 
c. Identify the organization that is legally and financially responsible for the 
conduct of activities supported by the award. 
 
Rural Wisconsin Health Cooperative Information Technology Network 
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10/30/08 Update:  No changes since last (7/29/08) quarterly report. 
 
d. Explain how the project is being coordinated throughout the state or region. 
 
This project is separate from but related to an existing rural Wide Area Network initiative that 
connects over 30 rural hospitals, clinics, regional providers, and others for a variety of data 
exchange purposes.  The primary goals of the project are (1) to provide high speed, redundant 
WAN connectivity for facilities participating in a RWHC ITN Shared EHR Initiative, (2) to provide 
high speed connectivity for other Wisconsin facilities engaged in telemedicine, data exchange, 
and other bandwidth intensive purposes, and (3) to implement WAN security and reporting 
features. 
 
As part of the initial coordination effort, project planners reached out to the following entities: (1) 
representatives of the 8 hospitals engaged in a Shared EHR vendor selection process (4 of 
these 8 ultimately decided to participate), (2) the CEOs of the then 32 rural hospitals that make 
up the Rural Wisconsin Health Cooperative, (3) the CIOs of 4 tertiary care centers in South 
Central and Western Wisconsin, and (4) with the assistance of the Wisconsin Office of Rural 
Health, representatives of all Wisconsin critical access hospitals (CAHs). 
 
At the time of Pilot Program application submission, 17 hospitals expressed potential interest in 
participating.  
 
Due to the timing of the Shared EHR initiative, Year One activities focused exclusively on the 
project’s primary goal of providing high speed, redundant connectivity for the 4 Shared EHR 
hospitals, 2 affiliated clinics, and 2 Shared EHR datacenters. Year Two and Three activities may 
be expanded to other original applicant hospitals with telemedicine, data exchange, and other 
bandwidth intensive use cases.  Looking forward to year four and beyond, project planners look 
to expand participants as entity use cases align with network benefits.  Likely future participants 
include additional shared EHR facilities and affiliate clinics, and hospitals with data exchange 
use cases with other entities already on the network.                  
 
10/30/08 Update:  Year Two activities will involve completing the Year 1 network design 
implementation and will likely not involve adding any additional facilities to the network. 
 
2. Identify all health care facilities included in the network. 
 
a. Provide address (including county), zip code, Rural Urban Commuting Area 
(RUCA) code (including primary and secondary), six-digit census tract, and phone 
number for each health care facility participating in the network. 
 

 St. Joseph’s Community Health SVCS. (Hillsboro, WI): 
o Address: 400 Water Avenue, PO Box 527, Hillsboro, WI (Vernon County) 
o Zip code: 54634 
o RUCA code: 10.0 
o Census tract:  960100 
o Phone number:  608-489-8000 

 Memorial Hospital of Lafayette County (Darlington, WI): 
o Address: 800 Clay Street, Darlington, WI (Lafayette County) 
o Zip code: 53530 
o RUCA code: 10.0 
o Census tract:  970200 
o Phone number:  608-776-4466 

 Tomah Memorial Hospital (Tomah, WI): 
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o Address: 321 Butts Avenue, Tomah, WI (Monroe County) 
o Zip code: 54660 
o RUCA code: 7.0 
o Census tract:  950500 
o Phone number:  608-372-2181 

 Boscobel Area Health Care (Boscobel, WI): 
o Address: 205 Parker Street, Boscobel, WI (Grant County) 
o Zip code: 53805 
o RUCA code: 7.0 
o Census tract: 960200 
o Phone number:  608-375-4112 

 St Joseph’s Family Clinic (Elroy, WI) 
o Address: 1705 Omaha Street, PO Box 66, Elroy, WI (Juneau County) 
o Zip code: 53929 
o RUCA code: 10 
o Census tract: 990200 
o Phone number: 608-489-8270 

 St Joseph’s Family Clinic (Wonewoc, WI) 
o Address: 301 Railroad Street, Wonewoc, WI (Juneau County) 
o Zip code: 53968 
o RUCA code: 10 
o Census tract: 990600 
o Phone number: 608-464-3575 

 RWHC ITN Sauk City Datacenter 
o Address: 880 Independence Lane, Sauk City WI (Sauk County) 
o Zip code: 53583 
o RUCA code: 7.3 
o Census tract: 000700 
o Phone number: 608-644-3237 

 RWHC ITN Madison Datacenter 
o Address: 222 West Washington Avenue, Madison WI (Dane County) 
o Zip code: 53703 
o RUCA code: 7 
o Census tract: 001701 
o Phone number: 608-644-3237 

 
10/30/08 Update:  No changes since last (7/29/08) quarterly report. 
 
b. For each participating institution, indicate whether it is: 
i. Public or non-public; 
ii. Not-for-profit or for-profit; 
iii. An eligible health care provider or ineligible health-care provider with an 
explanation of why the health care facility is eligible under section 254 of the 1996 
Act and the Commission’s rules or a description of the type of ineligible health 
care provider entity. 
 

 St. Joseph’s Community Health SVCS. (Hillsboro, WI): 
o Non-public 
o Not-for-profit 
o Eligible health care provider (critical access hospital) 

 Memorial Hospital of Lafayette County (Darlington, WI): 
o Public (county-owned) 
o Not-for-profit 
o Eligible health care provider (critical access hospital) 

 Tomah Memorial Hospital (Tomah, WI): 
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o Non-public 
o Not-for-profit 
o Eligible health care provider (critical access hospital) 

 Boscobel Area Health Care (Boscobel, WI): 
o Non-public 
o Not-for-profit 
o Eligible health care provider (critical access hospital) 

 Elroy Clinic 
o Non-public 
o Not-for-profit 
o Eligible health care provider (primary care clinic owned by critical access 

hospital) 
 Wonewoc Clinic 

o Non-public 
o Not-for-profit 
o Eligible health care provider (primary care clinic owned by critical access 

hospital) 
 Madison Datacenter 

o Non-public 
o Not-for-profit 
o Eligible health care provider (consortium datacenter used for services 

necessary to the provision of healthcare by eligible healthcare providers) 
 Sauk City Datacenter 

o Non-public 
o Not-for-profit 
o Eligible health care provider (consortium datacenter used for services 

necessary to the provision of healthcare by eligible healthcare providers) 
 
10/30/08 Update:  No changes since last (7/29/08) quarterly report. 
 
3. Network Narrative: In the first quarterly report following the completion of the 
competitive bidding process and the selection of vendors, the selected participant 
must submit an updated technical description of the communications network that 
it intends to implement, which takes into account the results its network design 
studies and negotiations with its vendors. This technical description should 
provide, where applicable: 
 
a. Brief description of the backbone network of the dedicated health care network, 
e.g., MPLS network, carrier-provided VPN, a SONET ring; 
  
Rural Wisconsin Health Cooperative ITN has initially selected two carriers, CenturyTel and 
Charter, to provide segments of the dedicated healthcare network.  Included in this network 
thus far is a point-to-point Charter fiber connection, 3 point-to-point CenturyTel Metro 
Ethernet connections, 1 combination point-to-point CenturyTel DS3 and Metro Ethernet 
connection, and 2 point-to-point CenturyTel T-1 connections.  The network design, with all 
connections terminating to a common datacenter (or else to a facility that then has a 
connection that terminates to the common datacenter), allows the RWHC ITN network to be 
data transmission technology type and carrier agnostic.  The benefit of this model is that we 
can seek out the very best and most cost-effective solutions for each location, irrespective 
of other wide area network connections already in place.  Not only does this mean that our 
initial network is the most cost effective, it also means that we have flexibility to create 
redundancy by using various transmission means, and that we have future flexibility to add 
connections based on the most current best pricing information as our network grows.   
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Depending on the project and state there may be a number of ways to construct dedicated 
healthcare networks, including leveraging volume and creating simplicity by contracting with 
a single vendor and using one transmission technology.  In rural Wisconsin, where there are 
dozens of vendors that are positioned to provide advanced telecommunications in certain 
locations but not others, so that cost fluctuations by location are extreme, the multi-vendor 
network design strategy we are pursuing seems to make the most sense.    
        
 10/30/08 Update:  No changes since last (7/29/08) quarterly report. 
 
b. Explanation of how health care provider sites will connect to (or access) the 
network, including the access technologies/services and transmission speeds; 
 
Three hospitals (Boscobel Area Health Care, Tomah Memorial Hospital and Memorial 
Hospital of Lafayette County) connect to the Madison Data Center via a CenturyTel 20 Mb 
Metro Ethernet connection. St Josephs Community Health Services connects to the Madison 
Data Center over a combination of a 20Mb DS3 and 20 Mb Metro Ethernet. Because of St 
Josephs Community Health Services location, a straight 20Mb connection wasn’t possible; 
instead St Josephs has a DS3 that terminates at the Tomah, WI CenturyTel CO, which then 
converts to a 20Mb Metro Ethernet connection to the Data Center. The two clinics (Wonewoc 
and Elroy) connect directly to St Josephs Community Health Services via dedicated T-1 (1.5 
Mg) connections. The Sauk and Madison Data Centers connect over a 100Mb fiber 
connection provided by Charter.  The 4 hospitals and the Sauk datacenters will also have 
redundant connections, selection of which is pending.  The likely most cost effective means 
of creating redundancy is to use local Internet providers and create point-to-point VPN 
connections, though this has not yet been formally decided.    
 
Each Data Center has two Fortigate 310B Multi-threat Security Appliances/Routers operating 
in High Availability acting as the termination equipment.  Each hospital (Boscobel Area 
Health Care, Tomah Memorial Hospital, St Josephs Community Health Services and 
Memorial Hospital of Lafayette County) has two Fortigate 200A Multi-threat Security 
Appliances/Routers operating in High Availability acting as the termination equipment.  The 
two clinics (Wonewoc and Elroy) have an Adtran router with a T-1 card as their terminating 
device with an Adtran router with two T-1 cards terminating at St Josephs Community 
Health Services. 
  
10/30/08 Update:  Changed “will connect” to “connect” in those cases where connections 
have been installed. 
 
The CenturyTel connections were installed in June, with the hospitals beginning to use the 
connections for the ITN Shared HIS as follows:  June 7th:  Tomah converts to the Shared 
HIS in Madison; July 1st:  Memorial Hospital of Lafayette County, St. Joseph’s Community 
Health Services, and the Wonewoc and Elroy clinics begin to use the Shared HIS in Madison; 
July 26th:  Boscobel converts to the Shared HIS in Madison 
 
The 100 Mg Charter Connection between the Sauk and Madison Datacenters was installed 
on August 10th.  The Mimix process that replicates data between the two datacenters went 
live on September 6th.       
 
c. Explanation of how and where the network will connect to a national backbone 
such as NLR or Internet2; 
  
Connectivity to Internet2 was considered in our original application as a potential activity, 
depending on participant facility use cases and further research.  If we connect to Internet2, 
this will likely be a year 3 activity. 
 
10/30/08 Update:  No changes since last (7/29/08) quarterly report. 
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d. Number of miles of fiber construction, and whether the fiber is buried or aerial; 
  
There was a $1500 cost of fiber construction. The distance for the construction was one city 
block and the cable is buried. 
 
10/30/08 Update:  No changes since last (7/29/08) quarterly report. 
 
e. Special systems or services for network management or maintenance (if 
applicable) and where such systems reside or are based. 
 
RWHC ITN is using the SolarWinds Orion product to monitor network activity, dropped 
packets, and bandwidth utilization.  This product is currently based in the Sauk City 
location, though it may be moved to the Madison location, depending on bandwidth 
monitoring needs and further testing.  RWHC ITN will be using the Forti-manager product to 
manage the Fortigate termination devices/routers; and the Forti-analyzer product for 
network intrusion detection and reporting.  These products are based in the Madison 
location.  RWHC ITN will be using Citrix to manage network bandwidth utilization.  Citrix will 
be based in the Madison location. 
 
10/30/08 Update:  Changed “will” to “is” for Solar Winds, since it was implemented on 
July 24th and is currently being used.  The Forti-manager and analyzer products have been 
installed in the Madison datacenter and are in the process of being configured.  The Citrix 
network management hardware component is being built at a computer laboratory and is 
scheduled to be delivered to Madison in late October.   

 
4. List of Connected Health Care Providers: Provide information below for all 
eligible and non-eligible health care provider sites that, as of the close of the most 
recent reporting period, are connected to the network and operational. 
 
a. Provider name 
 See below 
 
b. Eligible provider (Yes/No); 
 See below 
 
c. Type of network connection (e.g., fiber, copper, wireless); 
 See below 
 
d. How connection is provided (e.g., carrier-provided service; self-constructed; 
leased facility); 
 See below 
 
e. Service and/or speed of connection (e.g., DS1, DS3, DSL, OC3, Metro Ethernet 
(10 Mbps); 
 See below 
 
f. Gateway to NLR, Internet2, or the Public Internet (Yes/No); 
 See below 
 
g. Site Equipment (e.g., router, switch, SONET ADM, WDM), including 
manufacturer name and model number. 

See below 
 

a. St. Joseph’s Community Health SVCS. (Hillsboro, WI): 
b. Eligible health care provider (critical access hospital) 
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c. Copper Connectivity 
d. Leased Service (CenturyTel) 
e. 20Mb DS3 to 20Mb Metro Ethernet 
f. Gateway to NLR, Internet2, or the Public Internet: No 
g. Terminating Equipment: Fortigate 200A Multi-threat Security Appliances/Routers; and 

Adtran router for clinic connections 
10/30/08 Update:  No changes since last (7/29/08) quarterly report. 

 
a. Memorial Hospital of Lafayette County (Darlington, WI): 
b. Eligible health care provider (critical access hospital) 
c. Copper Connectivity 
d. Leased Service (CenturyTel) 
e. 20Mb Metro Ethernet 
f. Gateway to NLR, Internet2, or the Public Internet: No 
g. Terminating Equipment: Fortigate 200A Multi-threat Security Appliances/Routers 
10/30/08 Update:  No changes since last (7/29/08) quarterly report. 

 
a. Tomah Memorial Hospital (Tomah, WI): 
b. Eligible health care provider (critical access hospital) 
c. Copper Connectivity 
d. Leased Service (CenturyTel) 
e. 20Mb Metro Ethernet 
f. Gateway to NLR, Internet2, or the Public Internet: No 
g. Terminating Equipment: Fortigate 200A Multi-threat Security Appliances/Routers 
10/30/08 Update:  No changes since last (7/29/08) quarterly report. 

 
a. Boscobel Area Health Care (Boscobel, WI): 
b. Eligible health care provider (critical access hospital) 
c. Copper Connectivity 
d. Leased Service (CenturyTel) 
e. 20Mb Metro Ethernet 
f. Gateway to NLR, Internet2, or the Public Internet: No 
g. Terminating Equipment: Fortigate 200A Multi-threat Security Appliances/Routers 
10/30/08 Update:  No changes since last (7/29/08) quarterly report. 

 
a. Elroy Clinic 
b. Eligible health care provider (primary care clinic owned by critical access hospital) 
c. Copper Connectivity 
d. Leased Service (CenturyTel) 
e. T-1 Connection (1.5 Mb) 
f. Gateway to NLR, Internet2, or the Public Internet: No 
g. Adtran Router 
10/30/08 Update:  No changes since last (7/29/08) quarterly report. 

 
a. Wonewoc Clinic 
b. Eligible health care provider (primary care clinic owned by critical access hospital) 
c. Copper Connectivity 
d. Leased Service (CenturyTel) 
e. T-1 Connection (1.5 Mb) 
f. Gateway to NLR, Internet2, or the Public Internet: No 
g. Adtran Router 
10/30/08 Update:  No changes since last (7/29/08) quarterly report. 

 
a. Madison Datacenter 
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b. Eligible health care provider (consortium datacenter used for services necessary to the 
provision of healthcare by eligible healthcare providers) 

c. All connections terminate at this location, so not applicable 
d. Not applicable 
e. Not applicable 
f. Gateway to NLR, Internet2, or the Public Internet: No 
g. Fortigate 310B Multi-threat Security Appliances/Routers; Citrix server and software are 

in the process of being implemented; Forti-analyzer and Forti-manager are in the 
process of being implemented 

10/30/08 Update:  Citrix and the Forti-analyzer and manger products are now in the 
process of being implemented.  See 3e for more detail. 
 
a. Sauk City Datacenter 
b. Eligible health care provider (consortium datacenter used for services necessary to the 

provision of healthcare by eligible healthcare providers) 
c. Fiber Connectivity 
d. 100 Mb Fiber Connection 
e. Leased Service (Charter Communications) 
f. Gateway to NLR, Internet2, or the Public Internet: No 
g. Fortigate 310B Multi-threat Security Appliances/Routers; Orion Solar Winds network 

monitoring system 
10/30/08 Update:  Solar Winds was implemented on July 24th. 

 
h. Provide a logical diagram or map of the network. 
  
A logical diagram of each facility’s connection as well as an overall network map has been 
attached to this document as Exhibit A. 
 
10/30/08 Update:  No changes since last (7/29/08) quarterly report. 
 
 
5. Identify the following non-recurring and recurring costs, where applicable 
shown both as budgeted and actually incurred for the applicable quarter and 
funding year to-date. 
 
The costs identified below are from the three contracts (CenturyTel, Charter, and Digicorp) 
that have been signed to date and one hired WAN Specialist staff position.   
 
a. Network Design 
  
No recurring or non-recurring costs are anticipated for Network Design at this point in time. 
 
10/30/08 Update:  No changes since last (7/29/08) quarterly report. 
 
b. Network Equipment, including engineering and installation  

Network equipment (including non-recurring network termination hardware and installation; 
recurring network termination hardware support; non-recurring network management 
hardware, software, and installation; and recurring network management equipment 
support) costs per the Digicorp contract are $549,388 557,302.      
 
10/30/08 Update: Due to a calculation error, the total contract number has been revised 
to $557,302.  This contract is part of a 2007 FCL, which was issued on October 1st.  The 
467 was issued on October 6th.  The first and to-date only invoice ($385,602) was processed 
on October 14th. 
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c. Infrastructure Deployment/Outside Plant 
i. Engineering 
ii. Construction 
  
The Charter contract has a one-time $2,500 installation fee for infrastructure deployment.   
 
10/30/08 Update:  The $2,500 is part of an August invoice that has been received by the 
ITN.  We are in the process of posting the required forms to receive FCL and 467 for this.  
 
d. Internet2, NLR, or Public Internet Connection 
  
The public Internet will likely be used for point-to-point VPN redundant connections, but no 
contracts have yet been signed regarding this facet of the project.    
  
e. Leased Facilities or Tariffed Services 
  
Contracted monthly recurring costs for leased lines, per CenturyTel and Charter contracts, 
are in the amount of $13,880.  All CenturyTel circuits are active, though not all sites have 
been implemented and the first invoice has not yet been received.  The Charter circuit is 
anticipated to go live in August. 
 
10/30/08 Update:   
 
For CenturyTel, we have received estimated costs but no actual invoices (we have been told 
this is due to a financial system conversion).  The estimated costs are as follows:  June: 
$4,000 (month of partial service); July $11,700; August $11,700; September $11,700.  The 
FCL and 467 for these have been processed, so once we receive actual invoices, we will be 
submitting to USAC. 
 
For Charter, we have received the following invoices: $2035 (month of partial service) for 
August; and $2180 for September. We are in the process of posting the required forms to 
receive FCL and 467 for this. 
 
f. Network Management, Maintenance, and Operation Costs (not captured 
elsewhere) 
  
Network management, maintenance, and operation costs will be incurred for a Wide Area 
Network Specialist position that has been hired.  The expected cost of this position for the 
period of 7/08-6/09 is $97,770 which includes salary and benefits.  Average monthly 
recurring costs will be $8,148. 
 
Incurred costs for June, 2008 (Ray’s first partial month of employment) were $3,970.    
 
10/30/08 Update:  Incurred cost for July, 2008 was $6,102; for August (when the 
position became eligible for benefits) was $7,132; for September was $7263. We are in the 
process of posting the required forms to receive FCL and 467 for this. 
 
g. Other Non-Recurring and Recurring Costs 
 
There are no other costs to date. 
 
10/30/08 Update:  No changes since last (7/29/08) quarterly report. 
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6. Describe how costs have been apportioned and the sources of the funds to pay 
them: 
 
a. Explain how costs are identified, allocated among, and apportioned to both 
eligible and ineligible network participants. 
 
The RWHC ITN project currently includes only eligible participants.  Each participant will be 
billed monthly for their 15% contribution of:  (1) their individual telecommunications costs, 
(2) their individual facility termination equipment costs paid over 3 years; and (3) their 
portion of all other FCC Pilot Program funded costs (datacenter termination equipment, 
network management equipment, staffing, etc.), divided equally initially between the four 
hospitals.   
 
10/30/08 Update:  No changes since last (7/29/08) quarterly report. 
 
b. Describe the source of funds from: 
i. Eligible Pilot Program network participants 
 
Eligible participants will be paying their 15% share from income from their operations. 
 
10/30/08 Update:  No changes since last (7/29/08) quarterly report. 
 
ii. Ineligible Pilot Program network participants 
 
The RWHC ITN project currently includes only eligible participants. 
 
10/30/08 Update:  No changes since last (7/29/08) quarterly report. 
 
c. Show contributions from all other sources (e.g., local, state, and federal 
sources, and other grants). 
i. Identify source of financial support and anticipated revenues that is paying for 
costs not covered by the fund and by Pilot Program participants. 
 
All costs will be covered by the fund and by Pilot Program participants 
 
10/30/08 Update:  No changes since last (7/29/08) quarterly report. 
 
ii. Identify the respective amounts and remaining time for such assistance. 
 
N/A 
 
10/30/08 Update:  No changes since last (7/29/08) quarterly report. 
 
d. Explain how the selected participant’s minimum 15 percent contribution is 
helping to achieve both the selected participant’s identified goals and objectives 
and the overarching goals of the Pilot Program. 
 
The participants’ 15% contribution is clearly helping to achieve participant goals and the 
overarching goals of the Pilot Program.   
 
Regarding participant goals:  with the 85%/15% formula, participant costs are 
significantly reduced when compared to the cost of telecommunications even when using 
the Universal Service Fund program.  This is partly due to the fact that 15% is usually less 
than the urban comparable rate used by USF, and partly due to the fact that the Pilot 
Program requires a rigorous vendor selection process that helps find the best solution for 
the best price.   
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One example of how the Pilot Program has benefited an individual facility can be found in 
the St. Joseph Community Health Services connection.  St. Joseph’s has an existing 
$13,000 a month 10 Mb DS3 connection for Radiology transmission. About $12,000 a 
month of the cost of this connection is reimbursed by USF, so St Joseph’s pays about 
$1,000 a month as the urban comparable rate.  With the Pilot Program, St. Joseph’s is 
about to implement a 20 Mb Metro-Ethernet/DS3 connection that costs $2,950 a month, 
15% of which is $442.50.  Once their Pilot connections are fully operational and once they 
have disconnected the USF-funded DS3, St. Joseph’s will be paying significantly less for 
significantly more bandwidth and redundancy.  The result of this is that St. Joseph’s will be 
able to afford to implement the high-speed redundant configuration required for them to 
effectively participate in the RWHC ITN shared electronic health record project, which was 
the primary goal of this Pilot Program initiative.   
 
In addition, since the Pilot Program supports network management systems and staff, which 
the USF program does not, the small rural hospitals participating in this project can afford 
to develop a state of the art network required for adequately supporting mission critical 
healthcare related applications.  In our view, this is a crucial component of this Pilot, since 
telecommunications support without network management support would likely mean that 
only large hospitals with existing network management expertise and tools would be able to 
adequately support robust networks.  The result would be the promotion of dependency 
relationships between tertiary centers and their satellites, rather than the empowerment of 
small rural hospitals to work with other community hospital as well as tertiary partners to 
create networks that would meet all participants’ needs equally.  In our view, ongoing Pilot 
Program network management support will be critical to preventing the promotion of large 
hospital dominance over small hospitals. 
 
Another beneficial result is that there is a significantly reduced paperwork burden for the 
individual facilities, even as the paper work burden for the network organization is very 
high.    
 
Regarding Pilot Program goals: with the 85%/15% formula, the Pilot Program goals of 
expanding healthcare-related networks and improving cost-effectiveness are clearly 
achieved.  The former goal is achieved by reducing costs and thereby incentivizing network 
participation, and the latter goal is achieved by (1) incentivizing choosing the most cost 
effective solution by requiring participants to pay a percentage rather than the urban 
comparable rate; and (2) requiring a rigorous vendor selection process that helps find the 
best solution for the best price. 
 
Using the St, Joseph’s Community Health Services example, we can already see the 
significant cost savings potential of the program.  USAC is currently paying about $12,000 a 
month for a 10 Mb DS3 through the USF program.  The 20 Mb Pilot Program connection will 
cost the Pilot Program $2507.50.  Once the USF-funded connection is terminated, USAC will 
effectively be saving about $9492.50 a month, while providing greater bandwidth.  Though 
it is important to point out that network management systems, support, and redundancy 
will be adding previously unfunded costs, it is our view that the monthly savings identified in 
the St. Joseph’s case study, when expanded to multiple network participants and projects, 
will be the most cost effective model moving forward, especially as healthcare providers are 
faced with increased bandwidth requirements related to PACS, teleradiology, and electronic 
health records. 
 
As a result of the above, we strongly encourage Pilot Program organizers and policy makers 
to begin planning for the transition of the Pilot Program into a permanent program.  
 
10/30/08 Update:  No changes since last (7/29/08) quarterly report. 
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7. Identify any technical or non-technical requirements or procedures necessary 
for ineligible entities to connect to the participant’s network. 
 
The RWHC ITN project currently includes only eligible participants. 
 
10/30/08 Update:  No changes since last (7/29/08) quarterly report. 
 
8. Provide an update on the project management plan, detailing: 
 
a. The project’s current leadership and management structure and any changes to 
the management structure since the last data report; and 
 
The project’s leadership and management structure is essentially the same as was last 
reported, with Louis Wenzlow serving as Project Coordinator, and David Chitwood serving as 
Associate Project Coordinator.  As indicated above, we have added a Wide Area Network 
Specialist, Ray Brown, who will be managing the Pilot Program network systems and 
equipment. 
 
10/30/08 Update:  No changes since last (7/29/08) quarterly report. 
 
b. In the first quarterly report, the selected applicant should provide a detailed 
project plan and schedule. The schedule must provide a list of key project 
deliverables or tasks, and their anticipated completion dates. Among the 
deliverables, participants must indicate the dates when each health care provider 
site is expected to be connected to the network and operational. Subsequent 
quarterly reports should identify which project deliverables, scheduled for the 
previous quarter, were met, and which were not met. In the event a project 
deliverable is not achieved, or the work and deliverables deviate from the work 
plan, the selected participant must provide an explanation. 
 

Topic Item Due Date Group/Individuals 
Responsible 

 
1. Network Design Study 
Completed 
 
 
2. Year 1 RFP Development 
 
 
3. Year 1 Vendor Selection 
 
 
4.  WAN Specialist hired 
 
 
 
5. Year 1 CenturyTel 
installations and 
corresponding Digicorp 
termination hardware 
installations 
 

RWHC staff develop Pilot 
Program WAN 
specifications 
 
Year 1 site needs identified 
and articulated in RFP  
 
RFP responses assessed 
and vendors selected 
 
WAN Specialist selection 
process and hiring 
 
 
CenturyTel Tomah 
connection go-live 
 
Corresponding Tomah 
Fortigate installation 
 

10/07 
complete 

 
 

4/08 
complete 

 
5/08 

complete 
 

6/08 
Ray Brown 

hired 
 

6/04/08 
complete 

 
6/04/08 

complete 
 

Louis Wenzlow (LW) 
 

 
 

LW 
 

 
LW and David 
Chitwood (DC) 

 
LW/DC 

 
 
 
DC/Ray Brown (RB) 

 
 

DC/RB 
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6. Year 1 Charter 
installations and 
corresponding Digicorp 
termination hardware 
installations 
 
 
7. Year 1 Redundant 
Connection installations 
(not yet contracted) 
 
 
 
 
 
 

Corresponding Madison 
Fortigate installation 
 
CenturyTel Darlington 
connection go-live 
 
Corresponding Fortigate 
installation 
 
CenturyTel Hillsboro 
connection go-live 
 
Corresponding Fortigate 
installation 
 
CenturyTel Elroy 
connection go-live 
 
Corresponding Adtran 
installation 
 
CenturyTel Wonewoc 
connection go-live 
 
Corresponding Adtran 
installation 
 
CenturyTel Boscobel 
connection go-live 
 
Corresponding Fortigate 
installation 
 
 
Charter Sauk Connection 
go-live 
 
Corresponding Fortigate 
installation 
 
 
These will likely be Point-
to-point VPN over Internet.  
 
Goal for contracting 
 
 
Goal for installation 
 
 

6/04/08 
complete 

 
6/27/08 

complete 
 

6/27/08 
complete 

 
6/27/08 

complete 
 

6/27/08 
complete 

 
6/27/08 

complete 
 

6/27/08 
complete 

 
6/27/08 

complete 
 

6/27/08 
complete 

 
6/27/08 

complete 
 

7/20/08 
complete 

 
 

8/01/08 
complete 

 
8/01/08 

complete 
 
 
 

 
8/15/08 
12/1/08 

 
9/15/08 
1/1/08 

 
8/05/08 

DC/RB 
 

 
DC/RB 

 
 

DC/RB 
 
 

DC/RB 
 
 

DC/RB 
 

 
DC/RB 

 
 

DC/RB 
 

 
DC/RB 

 
 

DC/RB 
 
 

DC/RB 
 
 

DC/RB 
 
 
 

DC/RB 
 
 

DC/RB 
 
 
 
 
 
 

LW/DC 
 
 

LW/DC 
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8. Year 1 Forti-manager 
and Forti-analyzer 
installation (Digicorp) 
 
 
9.  Year 1 Solar Winds 
(Digicorp) Installation 
 
 
10.  Year 1 Citrix 
installation (Digicorp)  
 
 
 
 
 
 
 
 
 
 
11. Year 2 RFP 
Development 
 
 
 
12. Year 2 Vendor 
Selection 
 
13. Year 2 Installation 
Activities 
 
14. Year 3 RFP 
Development 
 
 
15. Year 3 Vendor 
Selection 
 
 
16. Year 3 Installation 
Activities 

To manage Fortigates and 
provide security reporting 
(from Madison datacenter) 
 
 
To provide network 
monitoring (from Sauk 
datacenter) 
 
Initial planning meeting 
 
 
 
Hardware installation goal 
 
 
Software installation and 
rollout schedule yet to be 
determined:  goal for 
completion 
 
Year 2 sites and site needs 
identified and articulated in 
RFP (if new sites added)  
 
RFP responses assessed 
and vendors selected (if 
new sites added) 
 
TBD 
 
 
Year 3 sites and site needs 
identified and articulated in 
RFP (if new sites added) 
 
RFP responses assessed 
and vendors selected (if 
new sites added) 
 
TBD 

11/15/08 
 
 
 
 

8/16/08 
complete 

 
 

9/01/08 
complete 

 
10/1/08 
11/18/08 

 
2/1/09 
5/1/09 

 
 
 

 
TBD 

 
 
 
 

TBD 
 

 
TBD 

 
 

TBD 
 
 
 

TBD 
 
 

 
TBD 

DC/RB 
 
 
 
 

DC/RB 
 
 
 

DC/RB/LW 
 
 
 

RB/DC 
 
 

RB/DC 
 
 
 

 
LW/DC 

 
 
 
 

LW/DC 
 

 
DC/RB 

 
 

LW/DC 
 
 

 
LW/DC 

 
 
 

DC/RB 
 

 
10/30/08 Update:  Schedule changes largely reflect our need to delay implementation 
work until FCLs, 467s, and invoicing issues were resolved.  
 
 
9. Provide detail on whether network is or will become self sustaining. Selected 
participants should provide an explanation of how network is self sustaining. 
 
10/30/08 Update:  Sustainability plan is attached as Exhibit B. 
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10. Provide detail on how the supported network has advanced telemedicine 
benefits: 
 
a. Explain how the supported network has achieved the goals and objectives 
outlined in selected participant’s Pilot Program application; 
 
The following were the goals listed in our application: 

1. Using the current RWHC WAN as a starting point, create a fully redundant/ expanded 
WAN for those facilities participating in the Shared EHR Project 

2. Expand the current network to include additional rural facilities and urban tertiary 
centers, with the goal of creating a larger regional network and more connectivity and 
data exchange options for WAN participants 

3. Enhance WAN security features for new and existing WAN participants 
4. Enhance distance education and video-conferencing capabilities between WAN 

participants, especially those engaged in Shared EHR 
5. Promote flexible flow of data/information between WAN participants, as opposed to a 

proprietary referral-based network configuration 
 
Regarding goal #1:  the RWHC ITN is well along the way to creating a fully redundant WAN for 
facilities participating in the Shared EHR project.  Four hospitals, two clinics, and two 
collaborative datacenters are initially participating.  All four hospitals have 20 Mb high speed 
connections implemented and in use for the Shared EHR project.  Both clinics have T1 
connections implemented and in use for the Shared EHR Project.  The two datacenters are 
connected via a 100 Mb connection. 
 
The Shared EHR project has proceeded according to plan, with all the hospitals and the two 
clinics having started to share the same hospital information system/ electronic health record 
and use commonly owned servers and datacenters.      
 
Redundant termination hardware has been implemented at all four hospitals. 
 
Low cost redundant connections were part of the year 1 RFP and are in the process of being 
chosen. 
 
10/30/08 Update:  The primary connections have now been fully implemented at all the 
sites.  See 3B for more detail. 
 
Regarding goal #2:  the RWHC ITN may be focusing on adding facilities as part of year 2 and 3 
activities. 
 
10/30/08 Update: Year Two activities will involve completing the Year 1 network design 
and will likely not involve adding any additional facilities to the network. 
 
Regarding goal #3:  the RWHC ITN is in the process of implementing termination equipment 
and network management hardware and software with a variety of advanced security features 
that will protect the network.  Security features include: intrusion detection, heuristic virus 
detection at the router level, VPN capabilities, network monitoring, security reporting, as well as 
a variety of other security features and functions. 
 
10/30/08 Update:  No changes since last (7/29/08) quarterly report. 
 
Regarding goal #4:  The RWHC ITN connections will serve to enhance distance education and 
video-conferencing capabilities by providing more bandwidth for these functions.  Facility focus 
is currently on shared EHR, but we hope to have some case studies relating to this in the future. 
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10/30/08 Update:  No changes since last (7/29/08) quarterly report. 
 
Regarding goal #5:  The RWHC ITN network has been designed to promote the flexible flow of 
information between participants.   
 
10/30/08 Update:  No changes since last (7/29/08) quarterly report. 
 
b. Explain how the supported network has brought the benefits of innovative 
telehealth and, in particular, telemedicine services to those areas of the country 
where the need for those benefits is most acute; 
 
The implementation of EHRs in the rural setting involves a number of well-documented 
challenges.  2006 reports by the Flex Monitoring Team (“The Current Status of Health 
Information Technology Use in CAHS”), as well as by the National Advisory Committee on Rural 
Health and Human Services (“2006 Report to the Secretary: Rural Health and Human Service 
Issues”) identify a variety of adoption barriers, such as financing, lack of sufficient HIT 
professionals, greater physician resistance to HIT than in urban settings, and limited expertise 
to facilitate appropriate workflow redesign.  Additional barriers in rural healthcare environments 
include the following:  (1) Due to low transaction volumes, financial ROI on clinical HIT 
investments can be significantly lower—in some cases producing significant negative financial 
results—for small rural organizations (reference “Implementations of Hospital Computerized 
Physician Order Entry Systems in a Rural State:  Feasibility and Financial Impact” in JAMIA); 
and (2) The problem of lack of sufficient HIT professionals (and for that matter clinical HIT 
workflow transformation professionals) is primarily a financial issue rather than an access issue:  
our smallest rural providers simply cannot afford to hire the number of specialists required to 
appropriately implement and support an advanced EHR environment (often we see one or two 
FTEs attempting to support environments analogous to what in larger facilities scores of FTEs 
might support).   
 
One of the most effective strategies for our smallest rural providers to overcome these barriers 
is to engage in collaborative HIT arrangements that provide comprehensive, integrated 
solutions, and pooled staffing to provide appropriate support and education.  In order to access 
these solutions at an affordable cost, the four hospitals participating in year 1 activities have 
formed an innovative electronic health record consortium that shares datacenters, servers, and 
systems over the advanced telecommunications lines supported by the Pilot Program.   
 
Without the shared model and the network, several of these low volume rural facilities would 
likely not have access to the wide range of EHR systems being implemented, such as Lab, 
Radiology, Pharmacy, Nurse Charting, E-MAR, CPOE, and others, with contraindication 
checking and decision support tools that will reduce medication errors, facilitate the practice of 
evidence-based medicine, and improve care quality.   
 
10/30/08 Update:  No changes since last (7/29/08) quarterly report. 
 
c. Explain how the supported network has allowed patients access to critically 
needed medical specialists in a variety of practices without leaving their homes or 
communities; 
 
The network does not currently have use-cases in which patients access medical specialists, 
though this may be a future use-case. 
 
10/30/08 Update:  No changes since last (7/29/08) quarterly report. 
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d. Explain how the supported network has allowed health care providers access to 
government research institutions, and/or academic, public, and private health 
care institutions that are repositories of medical expertise and information;  
 
The supported network does not currently have use-cases in which health care providers have 
access to government research institutions, etc., though this may be a future use case.   
 
10/30/08 Update:  No changes since last (7/29/08) quarterly report. 
 
e. Explain how the supported network has allowed health care professional to 
monitor critically ill patients at multiple locations around the clock, provide access 
to advanced applications in continuing education and research, and/or enhanced 
the health care community’s ability to provide a rapid and coordinated response in 
the event of a national crisis. 
 
The supported network does not currently have use-cases in which health care providers 
monitor critically ill patients at multiple locations around the clock, etc., though these may be 
future use cases.   
 
10/30/08 Update:  No changes since last (7/29/08) quarterly report. 
 
11. Provide detail on how the supported network has complied with HHS health IT 
initiatives: 
 
a. Explain how the supported network has used health IT systems and products 
that meet interoperability standards recognized by the HHS Secretary; 
 
Healthcare Management Systems (HMS) and Medinotes are both vendor members of HITSP.  
More detail on their positions on HITSP interoperability work has been requested but is not 
available in time for submission.  Both vendors do comply with HL7 interoperability standards.    
 
10/30/08 Update:  No changes since last (7/29/08) quarterly report. 
 
b. Explain how the supported network has used health IT products certified by the 
Certification Commission for Healthcare Information Technology; 
 
The primary applications being used over the network are (1) Healthcare Management Systems 
(HMS), which was one of only 4 inpatient system vendors initially certified by CCHIT (recently 
expanded to 9) and (2) Medinotes, which is also CCHIT certified. 
 
10/30/08 Update:  No changes since last (7/29/08) quarterly report. 
 
c. Explain how the supported network has supported the Nationwide Health 
Information Network (NHIN) architecture by coordinating activities with 
organizations performing NHIN trial implementations; 
 
The supported network is aware of NHIN related trial activities, but is currently not coordinating 
activities with NHIN trial sites. 
 
10/30/08 Update:  No changes since last (7/29/08) quarterly report. 
 
d. Explain how the supported network has used resources available at HHS’s 
Agency for Healthcare Research and Quality (AHRQ) National Resource Center for 
Health Information Technology; 
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As 2005 AHRQ THQIT Planning grant Project Coordinator and current HRSA CAHHIT Network 
grant Principle Investigator, Louis Wenzlow, the Pilot Program project coordinator, uses the 
AHRQ NRC Health IT Portal, and has attended a variety of conferences related to both projects.    
 
10/30/08 Update:  No changes since last (7/29/08) quarterly report. 
 
e. Explain how the selected participant has educated themselves concerning the 
Pandemic and All Hazards Preparedness Act and coordinated with the HHS 
Assistant Secretary for Public Response as a resource for telehealth inventory and 
for the implementation of other preparedness and response initiatives; and 
 
The Project Coordinator and Associate Project Coordinator have reviewed the act.  In addition, 
a summary version of the Act has been distributed to Pilot Program participants.  
 
10/30/08 Update: Initial education had begun. 
 
f. Explain how the supported network has used resources available through HHS’s 
Centers for Disease Control and Prevention (CDC) Public Health Information 
Network (PHIN) to facilitate interoperability with public health and emergency 
organizations. 
 
The supported network has not to date used resources available through HHS’s CDC PHIN to 
facilitate interoperability with public health and emergency organizations. 
 
10/30/08 Update:  No changes since last (7/29/08) quarterly report. 
 
12. Explain how the selected participants coordinated in the use of their health 
care networks with the Department of Health and Human Services (HHS) and, in 
particular, with its Centers for Disease Control and Prevention (CDC) in instances 
of national, regional, or local public health emergencies (e.g., pandemics, 
bioterrorism). In such instances, where feasible, explain how selected participants 
provided access to their supported networks to HHS, including CDC, and other 
public health officials. 
 
As stated earlier, the selected participants work closely with HHS’s HRSA division, as well as 
with the Wisconsin Office of Rural Health (also HRSA supported).  But no coordination has 
occurred relating to national, regional, or local public health emergencies. 
 
10/30/08 Update:  No changes since last (7/29/08) quarterly report. 
 
Exhibit A (Network Diagram) and Exhibit B (Sustainability Plan) to follow: 
 
10/30/08 Update:  Network diagram has no changes since last (7/29/08) quarterly 
report.  Sustainability plan includes changes as indicated in the plan. 
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10/100Base-TX Ports (1-48) - Ports are HP Auto MDI-X Gig-T Ports (49, 50) are IEEE Auto MDI/MDI-X
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Mode

Test Spd

FDx
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*
Reset Clear

Status

Fan

ProCurve Switch

2510-48

J9020A

Boscobel Area Health Care
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Power
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Locator

Console
22

21

24

23

20181614
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ModeLink
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Link Link

Off = 10Mbps, Flash = 100Mbps, On = 1000Mbps*
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10/100Base-TX Ports (1-48) - Ports are HP Auto MDI-X Gig-T Ports (49, 50) are IEEE Auto MDI/MDI-X

LED
Mode

Test Spd

FDx

Act

*
Reset Clear

Status

Fan

ProCurve Switch

2510-48

J9020A

HA

Router

Pending Redundant  Handoff

20 MB

CenturyTel VLAN

Pending

Redundant

Connections

LEGEND

Metro Ethernet:

DS3/T-1:

Point-to-Point VPN:

Non FCC Funded:

FCC Funded:HMS Print Monitors

Elroy Clinic

Wonewoc Clinic

HMS Clients

Fortigate 200a

Fortigate 310b

Fortigate 310b

Fortigate 200a

Fortigate 200a

Fortigate 200a

All RJ-45 ports are Auto-MDIX10/100Base-TX Ports (1-24)
25 26

Off = 10Mbps, Flash = 100Mbps, On = 1000Mbps

ProCurve

Power
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Locator

Console *
Reset Clear

ModeLink

Link Mode

Use only ProCurve mini-GBICs and SFPs
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Spd Mode:

27 28

Mode Mode 22 242018161412108642Link Link

ModeMode 21 23191715131197531Link Link
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Spd

FDx

Act

Test *

RPS
LED

Mode

ProCurve Switch

2610-24

J9085A

Switch

HMS Clients

All RJ-45 ports are Auto-MDIX10/100Base-TX Ports (1-24)
25 26

Off = 10Mbps, Flash = 100Mbps, On = 1000Mbps

ProCurve

Power
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Reset Clear

ModeLink

Link Mode
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27 28

Mode Mode 22 242018161412108642Link Link

ModeMode 21 23191715131197531Link Link
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FDx

Act

Test *

RPS
LED

Mode

ProCurve Switch

2610-24

J9085A

Switch

HMS Clients

All RJ-45 ports are Auto-MDIX10/100Base-TX Ports (1-24)
25 26

Off = 10Mbps, Flash = 100Mbps, On = 1000Mbps

ProCurve

Power

Fault

Locator

Console *
Reset Clear

ModeLink

Link Mode

Use only ProCurve mini-GBICs and SFPs
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27 28

Mode Mode 22 242018161412108642Link Link

ModeMode 21 23191715131197531Link Link
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FDx
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Test *
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LED

Mode

ProCurve Switch

2610-24

J9085A

Switch
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Locator

Console
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Off = 10Mbps, Flash = 100Mbps, On = 1000Mbps*

Link Mode

Use only ProCurve mini-GBICs and SFPs
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10/100Base-TX Ports (1-48) - Ports are HP Auto MDI-X Gig-T Ports (49, 50) are IEEE Auto MDI/MDI-X

LED
Mode

Test Spd

FDx

Act

*
Reset Clear

Status

Fan

ProCurve Switch

2510-48

J9020A

Pending Redundant

 Handoff

Fiber Optic:

CenturyTel Handoff

CenturyTel Handoff

HMS Clients

All RJ-45 ports are Auto-MDIX10/100Base-TX Ports (1-24) 25 26

Off = 10Mbps, Flash = 100Mbps, On = 1000Mbps

ProCurve

Power

Fault

Locator

Console *
Reset Clear

ModeLink

Link Mode

Use only ProCurve mini-GBICs and SFPs

Gig-T Ports
SFP Ports

Spd Mode:

27 28

Mode Mode 22 242018161412108642Link Link

ModeMode 21 23191715131197531Link Link
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Spd

FDx

Act

Test *

RPS
LED

Mode

ProCurve Switch

2610-24

J9085A

Switch

Router

HMS Clients

All RJ-45 ports are Auto-MDIX10/100Base-TX Ports (1-24) 25 26

Off = 10Mbps, Flash = 100Mbps, On = 1000Mbps

ProCurve

Power

Fault

Locator

Console *
Reset Clear

ModeLink

Link Mode

Use only ProCurve mini-GBICs and SFPs

Gig-T Ports
SFP Ports
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27 28

Mode Mode 22 242018161412108642Link Link

ModeMode 21 23191715131197531Link Link
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Spd

FDx
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Test *
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LED

Mode

ProCurve Switch

2610-24

J9085A

Switch

RWHC Information Technology Network

Enhanced Network for Shared EHR

Primary Cat5 Patch Cable:

World Wide Web

Cisco PIX
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Router
Router

Router

ProCurve

Power
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Console
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42

31 ModeLinkModeLink ModeLink

Mode ModeLink Link
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Off = 10Mbps, Flash = 100Mbps, On = 1000Mbps*
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10/100Base-TX Ports (1-48) - Ports are HP Auto MDI-X Gig-T Ports (49, 50) are IEEE Auto MDI/MDI-X
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FDx
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*
Reset Clear
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Fan

ProCurve Switch
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Charter Handoff
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Power
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22

21

24

23

20181614

19171513

121086

11975
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10/100Base-TX Ports (1-48) - Ports are HP Auto MDI-X Gig-T Ports (49, 50) are IEEE Auto MDI/MDI-X

LED
Mode

Test Spd

FDx
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*
Reset Clear

Status

Fan

ProCurve Switch

2510-48

J9020A

Pending

Redundant Handoff

Redundant  Cat5 Patch Cable:
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Pending Redundant  Handoff

Pending Redundant  Handoff
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Off = 10Mbps, Flash = 100Mbps, On = 1000Mbps*
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10/100Base-TX Ports (1-48) - Ports are HP Auto MDI-X Gig-T Ports (49, 50) are IEEE Auto MDI/MDI-X
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*
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RWHC ITN Datacenter -  Madison, WI

ProCurve

Power
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Console
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11975
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Mode ModeLink Link

Mode
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Link Link

Off = 10Mbps, Flash = 100Mbps, On = 1000Mbps*
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434139

50

5251

10/100Base-TX Ports (1-48) - Ports are HP Auto MDI-X Gig-T Ports (49, 50) are IEEE Auto MDI/MDI-X

LED
Mode

Test Spd

FDx

Act

*
Reset Clear

Status

Fan

ProCurve Switch

2510-48

J9020A

All RJ-45 ports are Auto-MDIX10/100Base-TX Ports (1-24)
25 26

Off = 10Mbps, Flash = 100Mbps, On = 1000Mbps

ProCurve

Power

Fault

Locator

Console *
Reset Clear

ModeLink

Link Mode

Use only ProCurve mini-GBICs and SFPs
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Mode Mode 22 242018161412108642Link Link

ModeMode 21 23191715131197531Link Link

Status

Spd

FDx
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Test *

RPS
LED

Mode

ProCurve Switch

2610-24

J9085A

System i5

PowerEdge 1950
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CenturyTel Handoff

AS400 – HMS
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Unmanaged Switch
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ProCurve
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Console
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11975
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31 ModeLinkModeLink ModeLink

Mode ModeLink Link

Mode

Mode Mode

ModeLink
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Link Link

Off = 10Mbps, Flash = 100Mbps, On = 1000Mbps*
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Use only ProCurve mini-GBICs and SFPs
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10/100Base-TX Ports (1-48) - Ports are HP Auto MDI-X Gig-T Ports (49, 50) are IEEE Auto MDI/MDI-X

LED
Mode

Test Spd

FDx
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*
Reset Clear

Status

Fan

ProCurve Switch

2510-48

J9020A

Pending Redundant Handoff
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Power

Fault
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Console
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10/100Base-TX Ports (1-48) - Ports are HP Auto MDI-X Gig-T Ports (49, 50) are IEEE Auto MDI/MDI-X

LED
Mode

Test Spd

FDx

Act

*
Reset Clear

Status

Fan

ProCurve Switch

2510-48

J9020A

Charter Handoff

Managed Switch

ProCurve

Power

Fault

Locator

Console
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11975
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31 ModeLinkModeLink ModeLink

Mode ModeLink Link

Mode

Mode Mode

ModeLink

Link

Link Link

Off = 10Mbps, Flash = 100Mbps, On = 1000Mbps*
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10/100Base-TX Ports (1-48) - Ports are HP Auto MDI-X Gig-T Ports (49, 50) are IEEE Auto MDI/MDI-X

LED
Mode

Test Spd

FDx

Act

*
Reset Clear

Status

Fan

ProCurve Switch

2510-48

J9020A

Pending

Redundant Handoff

ProCurve

Power

Fault

Locator

Console
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19171513
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11975
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31 ModeLinkModeLink ModeLink

Mode ModeLink Link

Mode

Mode Mode

ModeLink

Link

Link Link

Off = 10Mbps, Flash = 100Mbps, On = 1000Mbps*

Link Mode

Use only ProCurve mini-GBICs and SFPs

G
ig

-T
 P

o
rts

S
F

P
 P

o
rts

Spd Mode: 49
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10/100Base-TX Ports (1-48) - Ports are HP Auto MDI-X Gig-T Ports (49, 50) are IEEE Auto MDI/MDI-X

LED
Mode

Test Spd

FDx

Act

*
Reset Clear

Status

Fan

ProCurve Switch

2510-48

J9020A

PowerEdge 1950
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3

PowerEdge 1950
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PowerEdge 1950

0

1
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Pending Citrix Farm

POWER ACT NETWORK

CISCO SECURE PIX 506E
F I R E W A L L

Router

System i5

Fortianalizer / Fortimanager

Primary and Redundant 

links to the remote facilities

Primary and Redundant links 

to the RWHC Sauk City DC.

100 MB 1.5 MB

10 MB

7/11/2008

20 MB

LEGEND

Metro Ethernet:

DS3/T-1:

Point-to-Point VPN:

Non FCC Funded:

FCC Funded:

Fiber Optic:

Primary Cat5 Patch Cable:

Redundant  Cat5 Patch Cable:

Cat5 Patch Cable:



Primary and Redundant links To RWHC ITN 

Datacenter -  Madison, WI.

100 MB 1.5 MB

7/11/2008

All RJ-45 ports are Auto-MDIX10/100Base-TX Ports (1-24)
25 26

Off = 10Mbps, Flash = 100Mbps, On = 1000Mbps

ProCurve

Power

Fault

Locator

Console *
Reset Clear

ModeLink

Link Mode

Use only ProCurve mini-GBICs and SFPs
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Spd Mode:

27 28

Mode Mode 22 242018161412108642Link Link

ModeMode 21 23191715131197531Link Link

Status

Spd

FDx

Act

Test *

RPS
LED

Mode

ProCurve Switch

2610-24

J9085A
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ProCurve

Power
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Console
22
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11975

42

31 ModeLinkModeLink ModeLink

Mode ModeLink Link

Mode

Mode Mode

ModeLink

Link

Link Link

Off = 10Mbps, Flash = 100Mbps, On = 1000Mbps*

Link Mode

Use only ProCurve mini-GBICs and SFPs
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2725
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434139
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5251

10/100Base-TX Ports (1-48) - Ports are HP Auto MDI-X Gig-T Ports (49, 50) are IEEE Auto MDI/MDI-X

LED
Mode

Test Spd

FDx

Act

*
Reset Clear

Status

Fan

ProCurve Switch

2510-48

J9020A

RWHC ITN Datacenter - Sauk City, WI

System i5

AS400 – HMS

Mimix

Unmanaged Switch

Charter Handoff

PowerEdge 1950
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Fortigate 310b

ProCurve
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Console
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ModeLink
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Off = 10Mbps, Flash = 100Mbps, On = 1000Mbps*
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10/100Base-TX Ports (1-48) - Ports are HP Auto MDI-X Gig-T Ports (49, 50) are IEEE Auto MDI/MDI-X

LED
Mode

Test Spd

FDx
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*
Reset Clear

Status

Fan

ProCurve Switch

2510-48

J9020A
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 Handoff
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Network Monitoring
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LEGEND

Metro Ethernet:

DS3/T-1:

Point-to-Point VPN:

Non FCC Funded:

FCC Funded:

Fiber Optic:

Primary Cat5 Patch Cable:

Redundant  Cat5 Patch Cable:

Cat5 Patch Cable:



20 

MB

2 to 5 

MB

Primary and Redundant links 

to the RWHC Madison DC.

LEGEND

Metro Ethernet:

DS3/T-1:

Point-to-Point VPN:

Non FCC Funded:

FCC Funded:

Fiber Optic:

Primary Cat5 Patch Cable:

Redundant  Cat5 Patch Cable:

Cat5 Patch Cable:

7/11/2008

ProCurve

Power
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Console
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121086

11975
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31 ModeLinkModeLink ModeLink

Mode ModeLink Link

Mode

Mode Mode

ModeLink

Link

Link Link

Off = 10Mbps, Flash = 100Mbps, On = 1000Mbps*

Link Mode
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10/100Base-TX Ports (1-48) - Ports are HP Auto MDI-X Gig-T Ports (49, 50) are IEEE Auto MDI/MDI-X
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Fan
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Router

Charter Handoff

Fortigate 200a

All RJ-45 ports are Auto-MDIX10/100Base-TX Ports (1-24)
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Off = 10Mbps, Flash = 100Mbps, On = 1000Mbps
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ProCurve
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31 ModeLinkModeLink ModeLink
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Mode

Mode Mode

ModeLink
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Off = 10Mbps, Flash = 100Mbps, On = 1000Mbps*
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10/100Base-TX Ports (1-48) - Ports are HP Auto MDI-X Gig-T Ports (49, 50) are IEEE Auto MDI/MDI-X
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Mode ModeLink Link

Mode

Mode Mode

ModeLink

Link

Link Link
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RWHC ITN Sustainability Plan (Supplement to 1st Quarterly Report)  
8-26-08  

Updated on 10-30-08 
 
 

The Pilot Program Order quarterly report requirement includes a question relating to 
network sustainability.  I will begin to address this question (and expect to develop the 
answers in our future quarterly reports) by focusing on two main areas:  (1) Assuming the 
Pilot Program simply stops (rather than moving from Pilot to some other form), what is 
the ITN’s plan for continued network operation without the 85% FCC contribution? (2) 
Are there ways the Pilot Program could reinforce sustainability after year 5 (i.e. morph 
into a regular program) that continue to create benefits for the networks, rural providers, 
USAC/FCC, and the taxpayer? 
 
 
1. ITN’s plan for continued network operation without the 85% FCC contribution    
 

Background 
Whether networks decide to contract with existing carriers (as we have done) or 
decide to build their own fiber infrastructure, there will be significant cost of 
network operation after Year 5 of the Pilot Program.  Telecommunications cost 
have and are projected to continue to go down, but the cost of network termination 
and management equipment and the staff to manage this equipment will be a 
constant for all networks no matter what their approach.   
 
The greatest challenges in this area will be for networks that are comprised either 
completely or largely of small rural hospitals (as we are), since these networks will 
not have a large tertiary center to subsidize network expertise and part of the cost.  
There is a double edged sword to consider here, as large hospitals that subsidize 
smaller hospitals tend to expect something in return, even when it is not in the best 
interest of the small hospital and/or its patients.  “Independent” healthcare networks 
in our view are therefore preferable from a policy standpoint to tertiary subsidized 
networks, but they will be more expensive for rural facilities to maintain.  Policy 
makers should at least be aware of this dynamic moving forward. 
 
The above said, we feel that sustainability for all networks will ultimately depend 
on the networks’ use-cases for the bandwidth being created.  Networks can lay fiber 
for some theoretical purpose, but if there aren’t traffic use-cases that facilities are 
willing to pay for (at a rate that sustains the network) then networks would be much 
better off leasing the lines they need than spending the tens of millions on the fiber 
build.   
 
One of the strengths of the RWHC ITN model is that the use-cases were present 
before the Pilot Program.  With our Shared EHR/HIS project, the facilities and 
datacenters involved absolutely needed high speed redundant telecommunications 
to fulfill their broader plan and vision.  Even after a variety of grants and other 
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funding sources are considered, participant hospitals are each investing between 
$1.5 and $2 million over 5 years in this broader project.  Given our dependency on 
telecommunications, additional telecommunications related costs are expected and 
can be managed.  I will address how we intend to do this in more detail below, but 
first would like to make the point that ultimately our telecom sustainability really 
depends on our broader Shared HIS project sustainability, which has been firmly 
established.  I am including the RWHC ITN Business Plan to support this claim. 
 
Year 6 Costs Identified 
To address the question of how we intend to continue network operation without the 
85% FCC match, we first identified a conservative estimate of Year 6 costs.  This 
estimate (see page 4—Year 6 Projected Telecom/Infrastructure Cost—for detail) 
included: (1) ongoing telecommunications costs, with USF reimbursement deducted 
where participants would be eligible, (2) termination equipment refresh costs, (3) 
termination equipment support costs, (4) network management equipment refresh 
costs, (5) network management equipment support costs, and (6) staffing costs.  
 
The Year 6 projected cost we arrived at was $319,433. 
 
Managing Year 6 (and beyond) Telecommunications/Infrastructure Costs 
One of the best ways we can manage this number is by growing the network (and 
the Shared HIS Project), since with each additional facility the significant portion  
of the cost that is divided between facilities (shared staff, network management, and 
datacenter termination equipment) is divided even further, making it more cost-
effective for everyone.  So part of our strategy involves adding 2 to 4, and possibly 
more, facilities over the next 4 years.  (See ITN Business Plan for more on this).   
 
To be conservative, our sustainability plan includes (though it does not require) the 
assumption that we will be adding 2 facility to the Shared HIS environment before 
year 6.  The impact of two new facilities would include: (1) 10-20% reduced costs 
due to the spreading out of fixed costs (datacenters, servers, and other costs) and (2) 
the addition of 4 FTEs to the support staff (2 FTEs per facility is the preferred ratio 
identified in the ITN Business Plan).  One of those 4 FTEs would be the WAN 
Specialist position:  this would cover $117, 324 of the Year 6 projected $319,433, 
leaving $202,109. 
 
Since we were expecting to spend about $1,500,000 over the 4 remaining years of 
the program, we have already factored 15% of this into our 5 year plan. Thus, 
$56,250 is currently budgeted and will continue to be budgeted without the need 
for additional revenue. Once we subtract this number, we are left with an annual 
$145,859 in added costs. 
 
The remaining $145,859 in added cost is handled by us without the need to raise 
service fees due to several factors.  Most importantly, our initial loans for HIS 
software, hardware, and implementation (these are costs not funded by the FCC 
Pilot Program) will be paid off at about the same time that Pilot Program support 
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will end.  This will reduce costs by $260,000 annually, which will more than cover 
the telecommunications cost increase.  Additionally, if two hospitals join the ITN 
by Year 6, the 10-20% in reduced costs referenced above will allow us to either 
reduce service fees or to add services, as determined by the ITN Board, even with 
the identified telecommunications cost increases.  
 
10/30/08 Update:  Conclusion:  Through moderate ITN growth and reallocation 
of service fees dollars from HIS system loan payback to telecommunications 
infrastructure investment, the ITN is positioned to continue network operations 
even without continued support from the FCC Pilot Program after Year 5.  The 
telecommunications infrastructure funded by the Pilot Program is required for the 
ITN Shared HIS model to exist, so it is the firm intention of the current ITN 
Administrator and CIO (Louis Wenzlow) to advocate this course of action to the 
ITN Board of Directors, which is the entity that approves annual budgets.    
        

2.  Are there ways the Pilot Program could reinforce sustainability after year 5 (i.e. 
morph into a regular program) that continue to create benefits for the networks, rural 
providers, USAC/FCC, and the taxpayer 
 

Even as we have defined our sustainability model, we feel it is important to make 
an argument for continued support after Year 5, even if only for network expansion.  
Our experience has been that there is a great potential for all parties involved to 
save $s with the 85%/15% formula (as opposed to the urban comparable rate), since 
that truly gives facilities an incentive to select the lowest cost solution.  (Please see 
our Quarterly Report for examples and more detail).  Also, incentivizing network 
growth by continuing the program (at least for existing participants that are eligible 
for USF, and also for expansion projects) will bolster sustainability for all, since 
certain fixed costs will be spread between more facilities.    
 
Another benefit of the Pilot Program that shouldn’t be lost is the ability of networks 
to take over the paperwork burden for individual facilities, which will ultimately 
create efficiencies for the hospitals and USAC. 
 
We also believe that supporting network termination equipment, management 
systems, and staff is one way to alleviate the issue raised on page 1 of this report, as 
this would empower truly rural networks to provide the kind of security and 
redundancy required for mission critical healthcare applications without making 
them dependent on large hospitals.  One approach would be to fund network 
management systems and staff at lower than 85%; say 50%. 
 
There is also a financial reason (improving on the USF model) to support a 
network’s infrastructure.  The USF model will pay for any connection by an eligible 
healthcare provider.  This means that one facility can have several separate tele-
communications connections, which are all funded, to various partners.  Network 
infrastructure, assuming all partners are on the network, provides the means for 
reducing the number of connections to one or two (because facilities can reach 
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multiple providers over a network through a single connection), which can 
dramatically reduce costs when comparing to the regular program.                
 
Each of these and other areas on this topic should be looked at in detail.  We will 
continue to develop our thoughts in future Quarterly reports. 
 
10/30/08 Update:  Participation in a network (assuming that communications 
partners are on the network) can reduce an individual facility’s telecommunications 
connections from several to one or two, thereby reducing overall USAC costs.  This 
is a rationale for continuing to fund network infrastructure after year 5. 
  



Post Pilot Cost Projection

Year 6 Projected Telecom/ Infrastructure Costs (First Year Post Pilot Program)
Estimated

Expenses Monthly USF Reimb Net Monthly Annual Cost of Telecommunications Services
Telecom Costs:

Primary connections
ITN 100mg Connection 2,180.00 2,180.00 26,160.00
Tomah 20mg 2,500.00 1,500.00 1,000.00 12,000.00
Boscobel 20mg 2,500.00 1,500.00 1,000.00 12,000.00
Darlington 20mg 2,500.00 1,500.00 1,000.00 12,000.00
Hillsboro 20mg 2,950.00 1,950.00 1,000.00 12,000.00
Elroy T1 650.00 400.00 250.00 3,000.00
Wonewoc T1 650.00 400.00 250.00 3,000.00

Secondary connections
ITN -Madison 10mg Internet 500.00 500.00 6,000.00
ITN -Sauk T1 650.00 650.00 7,800.00
Tomah 2mg internet 400.00 100.00 300.00 3,600.00
Boscobel  2mg internet 400.00 100.00 300.00 3,600.00
Darlington  2mg internet 400.00 100.00 300.00 3,600.00
Hillsboro  2mg internet 400.00 100.00 300.00 3,600.00

Total 16,680.00 7,650.00 9,030.00 108,360.00

Termination Equipment Refresh Total Cost Add Interest over 5 years Annual Cost for Equipment Refresh over 5 years
Total 140,500.00 21,075.00 32,315.00

Termination Equipment Maintenance over 3 years Annual Termination Equipment Maintenance Costs
Total 84,204.00 28,068.00

Network Management (Citrix) Server Refresh Total Cost Add Interest over 5 years Annual Cost for NM Server Refresh over 5 years
Total 72,000.00 10,080.00 16,416.00

Network Management (Citrix) Annual Support Renewal Annual Network Management Maintenance Cost
Total 16,950.00

WAN Management Staffing Costs Current Staffing Cost Assume 20% Increase Annual WAN Management Staffing Costs
Total 97,770.00 19,554.00 117,324.00

Total Year 6 Projected Costs $319, 433
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1.  Executive Summary 
 
Background: 
In early 2005, the Rural Wisconsin Health Cooperative Board requested that RWHC staff 
assess the feasibility of implementing a hospital information system (HIS) that could be 
shared by multiple RWHC hospitals.  After engaging in site visits to shared HIS systems 
around the country, RWHC staff reported favorably on the concept; and in May 2005 the 
Board approved the hiring of a senior staff position—the Director of Health Information 
Technology—to spearhead a detailed assessment and planning effort.  In early 2006, with 
the new HIT Director facilitating, RWHC members interested in the shared HIS concept 
were organized into the Shared HIS Taskforce, and a collaborative HIS vendor selection 
process was initiated.  Later that year, a committee of participant hospital administrators 
and CFOs—the HIS Structure and Finance Committee—was established to address legal, 
governance, and financial issues.  In 2007, the RWHC ITN achieved legal tax exempt 
status and 4 founding hospitals signed on as founding members.  That same year, the ITN 
(working with the Wisconsin Office of Rural Health) was awarded a 1.6 million Critical 
Access Hospital Health Information Technology Network (CAHHITN) grant, a $179,950 
appropriation from Senator Herb Kohl’s office, and was selected to participate in the 
FCC Rural Healthcare Pilot Program.  After membership agreements, service contracts, 
and membership contracts were signed, the founding hospitals began intensive datacenter 
development and HIS implementation activities.  As of August 25th, 2008, the 4 founding 
hospitals have all migrated to the shared datacenter environment and completed Phase 1 
implementations. 
 
Business Plan Summary: 
A cooperative of hospitals can own and operate a collaborative HIS more effectively and 
for a lower cost than when hospitals implement an HIS individually.   

The above premise (developed in Section 8) serves as the foundation of the 
business case for the RWHC ITN, a 501(e) cooperative organization that has been formed 
by Wisconsin critical access hospitals (CAHs) to execute the shared HIS vision.   

The products and services offered by RWHC ITN includes a suite of financial, 
clinical, ancillary, and physician practice applications; datacenter and application support 
services; and IT staff outsourcing services, all of which RWHC ITN offers in partnership 
with the Rural Wisconsin Health Cooperative (RWHC), which provides shared staffing 
services, and Healthcare Management Systems (HMS), which provides HIS software, 
hardware, and support. 

HIS and EHR implementations are a “not if but when” proposition.  With payers, 
government, and others encouraging greater automation, clinical systems are projected to 
become commonplace in the majority of hospitals and physician practices within the next 
five to ten years.  By establishing the RWHC ITN, founding participants have created an 
IT utility that meets participant-facility immediate HIS and EHR needs and, over time, 
will provide progressively increased collaborative benefits for all.  
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2.  Business Description 
 
Overview: 
The RWHC Information Technology Network (ITN) is a 501(e) Cooperative formed by 
RWHC member hospitals for the purpose of reducing information technology costs and 
improving information technology service quality. The primary focus of this organization 
is to operate a collaborative hospital information system (HIS) that will be utilized by 
participants from a single datacenter in order to achieve the following benefits: (1) reduce 
costs through volume purchasing; (2) reduce costs through a shared datacenter, hardware 
and staff; (3) improve service quality by employing a collaborative HIT support staff to 
provide high-level expertise distributed between facilities; and (4) position participants to 
enhance patient safety through the implementation of advanced EHR systems.    
 
Mission Statement: 
To provide community hospitals and their affiliated with health information technology 
applications and support services that promote high quality, cost effective healthcare.        
 
Business Objectives: 

Financial Objectives  
• Contain datacenter, hardware, software, implementation, support, and operating 

costs with group volume purchasing and a shared data center model 
• Contain support costs and improve support quality with collaborative HIT staff 
• Develop and utilize financial/efficiency ROI metrics 
• Supplement participant investments with grant funds 
• Provide increased financial benefits to initial investors as additional participants 

join the organization 
 
Clinical Objectives 

• Provide advanced clinical systems such as E-MAR, CPOE, handheld rounding, 
decision support, and medication verification through barcoding, as well as a 
single sign-on portal view of the patient chart 

• Provide a migration path to a paperless clinical environment 
• Provide an integrated hospital and ambulatory (physician clinic) environment  
• Provide patient empowerment tools (such as patient portals)   
• Facilitate efficient quality reporting 
• Develop and utilize QI ROI metrics 

 
Regional Objectives 

• Provide robust data exchange capabilities for shared system participants 
• Position participants for vendor neutral data exchange as standards and data 

exchange mechanisms emerge 
• Facilitate continuity of care with tertiary centers 
• Enhance public health and epidemiology partnership capabilities 
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• Provide ROI, QI, and best practice data for other rural hospitals that engage in 
EHR/HIS related activities 

 
Business Model/Philosophy: 
Working collaboratively, groups of hospitals are positioned to implement and operate 
advanced HIT/HIS/EHR systems more effectively and for a lower cost than individual 
hospitals implementing analogous systems individually.  The main reasons for this are 
that significant collaborative savings are generated by negotiating volume discounts; 
sharing a datacenter, servers, and other hardware; and sharing staff.  
 
In order to generate these volume, hardware, and staffing benefits, ITN’s business model 
depends on multiple hospitals standardizing on a single HIS vendor.  Beyond the core 
HIS, the concept of standardizing “whenever it makes sense” creates additional value (i.e. 
cost savings benefits will increase as participants standardize on supplemental systems, 
such as Dictation, PACS, medication dispensing, IV pumps, etc.) 
 
Ultimately, ITN’s business philosophy is to provide small community hospitals and their 
affiliated physician practices with “higher value for the cost” HIT products and services 
than are available from other vendors, organizations, and application service providers.  
This is achieved not only through the abovementioned cost saving mechanisms, but by 
providing ITN participants/customers with the expertise, process design, and process 
improvement methodologies to promote hospital efficiency, patient safety, and end user 
satisfaction.   
 
SWOT Analysis (strengths, weaknesses, opportunities, and threats): 

Strengths  
• RWHC’s shared service expertise 
• RWHC’s wide area network  and shared IT services (Internet, Unitrends, Zix, 

etc.) in place 
• RWHC is a strong rural voice in healthcare policy, with significant contacts 
• Culture of collaboration between participants 
• Significant knowledge of HIS vendors’ systems between participants 
• RWHC’s proven capability to garner HIT and Telehealth grants 
• Structured vendor selection process with significant end user input underway 
• Participating and “keyed into” Wisconsin’s e-Health/data exchange movement 

 
Weaknesses 

• ITN is starting essentially from scratch (no large IT department to simply 
expand an existing installation) 

• Small community hospitals have limited resources and thin margins  
• Small community hospitals derive low or no financial ROI when implementing 

certain HIT systems, due to the hospitals’ low volume of transactions 
 
Opportunities 

• HIT and EHR implementation inevitable (not a matter of if but when), given 
industry, government, payer, and quality improvement organization mandates 
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• Very little research and ROI work has been done on community hospital HIT 
implementation issues, and ITN has an opportunity to break new ground 

• Significant grant opportunities for (1) small/rural hospitals, (2) small physician 
practices, (3) data exchange projects, and (4) collaborative HIT implementation 
projects 

• Other RWHC facilities are a good potential additional participant base as the 
organization matures   

• In general, small hospitals throughout Wisconsin and the U.S. are looking for 
services/help in this area 

 
Threats 

• Large referral centers giving away EHR services to lock in referral relationships 
• Non selected vendors dramatically lowering prices in order to compete with the 

shared model 
• Competition from other HIS application service providers (ASPs). 
• WAN stability: connectivity disruption could create significant user satisfaction 

issues and must be largely avoided 
• HIS vendor’s clinical system development capabilities will be relied upon to 

position RWHC ITN for the future 
 
Success Factors: 
Many community hospitals and small physician practice administrators find themselves 
in the position of knowing they need to move forward with the implementation of clinical 
systems and electronic health records, but concerned that they are prohibitively expensive 
and require greater resources and expertise to support than are available inhouse.  RWHC 
ITN is being established to meet the needs of these types of providers.  With this in mind, 
RWHC ITN will succeed to the extent that it can perform the following: 

• Clearly demonstrate the financial value of the ITN, including cost savings due 
to the shared model 

• Make good on the promise of delivering a better product with better outcomes 
through the shared staffing model; clearly demonstrate the improved outcomes 

• Maintain high end user involvement and satisfaction, including 99+% uptime 
rates 

• Establish an ITN culture of customer service and quality improvement, with 
rigorous balanced scorecard measures to ensure high standards 

• Develop grant opportunities and execute on grant responsibilities 
• Provide innovative services, such as data exchange, that are not feasible for 

most individual community hospitals to provide for themselves 
 
 
3.  Strategic Relationships 
 
RWHC ITN has developed a variety of strategic relationships with other organizations, 
including the following: 



 7

 
Primary Relationships:        
 
RWHC  
Formed in 1979, RWHC represents approximately 32 rural hospitals in Wisconsin and 
provides a diverse range of professional, educational, consulting, and advocacy services 
to its members.  In the area of information technology, RWHC has helped to organize a 
wide area network (WAN) that provides members with shared IT services, such as 
Internet, web filtering, e-mail encryption, and remote data storage.   In 2005, RWHC’s 
Board directed RWHC staff to explore the concept of a shared HIS system.  Soon after, 
an HIT Director was hired to facilitate the vendor selection, RFP, and business planning 
process.  As concept incubator, process facilitator, and the organization that will provide 
and staff the shared datacenter, as well as support the HIS installation, RWHC is ITN’s 
key partner in this initiative.   
 
Healthcare Management Systems (HMS)   
After RWHC, ITN’s most important relationship will be with HMS, which provides 
software development, installation, and 2nd level support services.  The importance of this 
relationship cannot be overstressed, as the success of ITN depends on HMS’s ability to 
provide the advanced clinical and data exchange functionality that will allow ITN to meet 
its goals.   

 
Figure 1: ITN primary relationship graphic 

 
Other Relationships:        
 
WORH and HRSA 
The Wisconsin Office of Rural Health is supporting the shared HIS initiative with the 
understanding that RWHC ITN will provide HIT opportunities for all Wisconsin rural 

RWHC
(datacenter staffmg support)

RWHC ITh
(O\\11ership leadn-ship'yision)

Pro\"iding community
hospitals:
*EHRsIHIT
*Enhanced dIiciency
*Enhanced quality
*End usn- satisfaction

HIS Vendor
(software.rinstallation de'"dopment)
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hospitals as the organization matures.  WORH is also a key partner relating to the HRSA 
CAHHIT Network Grant  
 
FCC and USAC 
The FCC and USAC administer the Universal Service Fund (USF) program that 
reimburses rural providers so that their broadband connection costs are comparable to 
urban rates.  RWHC ITN will rely on USF funds to keep infrastructure costs in check.  
Also, RWHC is participating in the FCC Rural Healthcare Pilot Program. 
 
AHRQ 
AHRQ provided funding by supporting the planning process that led to the shared HIS 
initiative (2004/2005 THQIT grant).   
 
Metastar 
Metastar is Wisconsin’s quality improvement organization (QIO), and brings significant 
experience regarding quality measure and physician practice implementation (through the 
DOQ-IT project) issues.  Metastar has played a supporting role in the RWHC shared HIS 
planning process.  
 
Miscellaneous Software/System Vendors 
Moving forward, RWHC ITN will develop relationships with specific ancillary system 
vendors (PACS, Dictation, Medication Dispensing, etc.) as participant current systems 
sunset and their needs coalesce.   
 
CenturyTel 
CenturyTel is the primary broadband provider for RWHC ITN’s telecommunication’s 
network.  
 
Charter 
Charter Communications is a broadband provider that plays a secondary role in RWHC’s 
current WAN configuration.   
 
Five Nines 
Five Nines is the datacenter in Madison where RWHC currently rents rack space and 
from which RWHC provides services.  CenturyTel, Charter, and other broadband 
providers have a footprint in the Five Nines building, which makes Five Nines an 
excellent data center location for the shared HIS.   
 
Digicorp 
Digicorp is a network engineering firm that assists RWHC ITN with network security, 
infrastructure, and management system implementations. 
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4.  Products and Services 
 
In partnership with HMS and other vendors, RWHC ITN will offer the following range 
of HIS/EHR/HIT products and services.   
 
Initially Offered Products and Services:        
HIS Software Applications—licensing, implementation, and maintenance 
 

Applications  
Financial/Facility Management  

Registration (ADT)—Required 
Master patient index and admit/discharge/transfer system, 
with insurance card scanning and electronic form options 

Billing and Collections (AR)—Required  
Robust billing capabilities with online insurance verification 
and insurance claim processing 

General Ledger 
Provides financial information generated from daily hospital 
operations  

Accounts Payable 
Processes vendor invoices and payments and their related GL 
entries 

Payroll Calculates wages and benefits for salaried/hourly employees 

Fixed Assets Maintains capital asset master file and depreciation schedule 

Budgeting Complete facility and departmental online budget preparation  

Materials Management 
Automates the process of inventory control, materials 
purchasing, stock requisitions, and patient charging 

Executive Information System 
Summarizes daily financial transactions and statistics for 
ready access by hospital administrators 

Enterprise scheduling 
Provides robust scheduling capabilities for Rehab, Surgery, 
Radiology and other outpatient departments 

Human Resources Provides benefit and job applicant tracking 
Medical Records/Transcription—
Required 

HIS module with transcription, coding and abstracting, release 
of information, and chart tracking capabilities 

Bulk Scanning Categorization and storage of scanned paper records 

Auto-fax Auto-fax distribution of medical records, lab results, etc. 

Test/training system—Required   Allows for non-production test/training environment  

Clinical Modules  

Order Entry/Results reporting 
Computerized input of orders and results with automated 
posting of charges to patient accounts 

Radiology Information System Includes Radiology worklist, transcription, and film tracking 

Lab Information System 
Robust lab system with optional interfaces to all standard lab 
analyzers and report result distribution 

Pharmacy 
Inpatient pharmacy system with allergy, drug to drug, 
duplicate medication, and lab value contraindication checks 

E-MAR Computerized inpatient medication administration record  

Bedside Medication Verification 
Verifies the accuracy of patient medication orders through 
barcoding at the patient’s bedside 

Nursing Documentation 
Allows nurses to enter patient data at the bedside, making it 
available throughout the enterprise 
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Patient education database Provides ability to print out patient education documentation  

EHR portal (unified EHR access) 
Provides clinicians with secure access to the patient record 
over the web 

CPOE 

Provides clinicians with a physician friendly way to enter 
medication, ancillary, and nursing orders, and includes a 
variety of contraindication checks 

OR Management 
Computerizes pick lists and preference cards and the 
scheduling and charging process in the Surgery Department 

Quality Improvement 

Automates hospital quality management and reporting 
requirements for utilization, risk management, infection 
control, and accreditation review 

Other Applications  

Physician Practice Management 
Supports patient account management and insurance 
processing for physician practices/clinics 

Physician Practice EMR Medical practice patient tracking and documentation system 

Physician Practice E-prescribing 
Ability to send electronic prescriptions from the EMR to 
pharmacies 

Long Term Care Management Long term care billing system 

Long Term Care Clinical (RAI/MDS) 
Allows nursing staff to efficiently complete resident reporting 
requirements 

Home Health 
Home care patient accounting/billing, as well as home care 
documentation and care tracking 

ED Management ED patient tracking and documentation system 

Time and Attendance Eliminates manual time entry with computerized time-clocks 
 
As stated in the business description, ITN’s business model depends on multiple facilities 
standardizing on a single HIS vendor.  For this reason, ITN participant facilities should 
be committed to implementing the chosen HIS vendor’s financial/facility management 
and clinical modules over interfacing to third party systems.   

RWHC ITN recommends careful consideration of the chosen vendor’s systems 
listed in the other applications section, but ITN will interface to third party systems in the 
other applications list when this is requested, as well as to supplemental systems such as 
PACS, dictation, medication dispensing, etc.    
 
HIS Datacenter Support Service  
The HIS and other applications are distributed from a single datacenter, and all ITN 
participants contribute to the costs of datacenter hardware, maintenance, and staffing.  
For more information, refer to Datacenter Plan—8.02—and Staffing, Management and 
Operational Issues—8.04.   
 
HIS Application Support Service 
Through RWHC, RWHC ITN provides an application support staff and help desk with 
financial, ancillary, and clinical system experts to support ITN members using ITN 
applications.  This service mitigates the need for participants to invest in internal 
application experts to support end-users and super-users; and provides ITN members 
access to much more robust and specialized application expertise than could be cost-
effectively developed internally.  For more information, see Staffing, Management and 
Operations Issues—8.04  
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IT Staff Outsourcing Service  
Through RWHC, RWHC ITN provides an optional staffing service for ITN participants 
who wish to bind their internal IT departments to the ITN collaborative model.  Through 
this service, existing facility IT employees would become outsourced RWHC ITN staff, 
or RWHC would provide new-hire staff to maintain the facility’s IT infrastructure.     
 
Future Products and Services:        
Additional Systems/Software Applications  
As RWHC ITN member needs coalesce around supplemental systems (such as PACS, 
dictation, medication dispensing, etc.), vendor selection and RFP processes will be 
initiated, a preferred system will be selected, and system and interface discounts will be 
negotiated.  
 
Data Exchange Service  
Once the single HIS and datacenter are fully established, RWHC ITN will be positioned 
to provide data exchange services (initially between the facilities on the shared HIS; and 
eventually between ITN participants and affiliated tertiary centers—possibly through a 
partnership with an integration company such as Symphony, See Beyond, etc.), and will 
work to participate in RHIO organizations as they form in Wisconsin. 
 
ITN Product Competitive Advantages: 
Through the multi-facility, single datacenter, shared staffing model, RWHC ITN 
generates the following shared HIS product advantages: 

• 20%+ discount in software licensing costs (over standalone implementation) 
• 20%+ discount in implementation costs (over standalone implementation) 
• 20%+ discount in maintenance costs (over standalone implementation) 
• 65% savings in datacenter hardware costs (over standalone implementation) 
• Significant improvement in application expertise and end-user support to 

maximize product implementation quality  
 
 
5.  Legal Structure  
 
501(e) Cooperative Rationale: 
In evaluating structures for RWHC ITN, ITN planners had three primary goals in mind: 
to maximize low-interest loan potential, to position ITN as grant applicant, and to ensure 
that ITN participants effectively own and control their investment.  
 
RWHC ITN planners considered three possible legal structures for the new entity: LLC; 
C Corporation; and 501(e) Cooperative. The benefit of the C Corporation and LLC is that 
both would be legally capable of servicing for-profit entities, such as member hospital 
affiliated physician practices.  The LLC but not the C Corp would additionally be capable 
of distributing pretax profits to 501(c) members.   
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The 501(e), while not capable of servicing for-profit entities, would have the pretax profit 
distribution benefit of the LLC, as well as additional benefits, including tax exempt 
financing qualification, low-interest loan opportunity potential (including through federal 
loan/grant programs), sales tax exemption, and the ability to receive grant funds restricted 
to non-profit applicants.  In addition, it is important to note that other HIS collaboratives 
(e.g. SISU, INHS) have generally been structured as 501(e) organizations. 
 
Given that there was no immediate need or use case for servicing for-profit entities, ITN 
planners determined that RWHC ITN should be structured as a 501(e) Cooperative.   
 
501(e) Incorporation Background: 
In preparation for 501(e) incorporation, RWHC ITN planners engaged the legal services 
of a tax exempt organization expert at Quarles and Brady LLP.  Deliverables included (1) 
Articles of Incorporation, (2) Organization Bylaws, (3) Conflict of Interest Policy, (4) 
1023 Application and Attachments, (5) Membership Agreements, (6) Service Contracts, 
and (7) RWHC/RWHC ITN Management and Staffing Contract.   
 
501 (e) status was achieved on October 25th, 2007.      
 
 
6.  Organization, Management, and Personnel  
 
RWHC ITN is organized, managed, and staffed consistent with the following plans and 
guidelines.   
 
Organization Overview: 
The RWHC ITN (a 501(e) Cooperative) and its assets will be owned by ITN participant 
members (see section 5—Legal Structure); and operated by RWHC, which will provide 
the ITN with management and staffing services.  The main reasons for this organizational 
construction are:  

• Given the size of the software and hardware investment, it’s important that ITN 
participants (as opposed to the larger group of RWHC hospitals) be owners 

• ITN’s non-profit status will create loan and tax benefits and grant opportunities 
• RWHC has significant experience in managing shared staffing environments, and 

has the administrative infrastructure to support ITN 
 

ITN Board of Directors Role: 
The RWHC ITN Board consists of participant hospital CEOs, CFOs, and/or other 
designees.  The Board approves capital and operating budgets, sets ITN’s strategic 
direction; reviews and approves new product and service offerings, and provides 
fiduciary oversight.  The ITN Board is the ultimate ITN decision-making body.   
 
RWHC Management Role: 
Answering to the ITN Board, the RWHC ITN management team provides ITN with day-
to-day administrative and management services (see detail in Section 8.04—Staffing, 
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Management and Operational Issues).  These services include office space and resources, 
the provision of a backup datacenter location, and staffing services. 
 
Personnel Provided: 
The personnel provided to staff the RWHC ITN ultimately depends on the number of 
facilities that elect to participate.  Listed below are the current staffing levels.  Brief job 
descriptions and a staff phase-in plan are provided in Sections 8.04 and 8.05.   
 

• CIO (.8 FTE) 
• CFO (.2 FTE) 
• IT Manager (.5 FTE) 
• WAN Specialist (1 FTE) 
• HIS Support Coordinator (1 FTE) 
• HIS Application Support Specialists (4 FTEs) 

 
ITN Member Advisory Committee(s): 
ITN Member representatives have been formed into committees (including a Project 
Workgroup Committee and a Quality Improvement Committee) that work with the ITN 
HIS support team to develop implementation/support standards; prepare for new software 
version releases; coordinate education and quality improvement needs; and provide input 
and feedback on HIS issues as they arise.   
 
Professional Support: 
In addition to the role of the Board of Directors and the management team, RWHC ITN 
will contract with other professionals as needed for advice and support, including: 

• Legal (Quarles & Brady) 
• Insurance 
• Banking/Loan 
• Network Engineering  
• Other HIS Collaboratives (SISU, INHS) 

 
7.  Marketing Plan  
 
RWHC ITN’s marketing strategy involves a three phase approach of (1) rolling out 
quality HIS implementations to initial participants, (2) expanding services to these 
participants, and (3) growing the ITN customer base.       
 
Establishing Initial Implementations: 
Because HIS implementations are multi-phased projects that can take several years to 
complete, RWHC ITN is initially focusing on successfully implementing the initial group 
of participants without seeking additional members.  Indeed, ITN support staff will be 
phased in over the initial implementation period, and ITN staff will not be in a position to 
handle additional participants until staffing for financial, ancillary, clinical, and physician 
practice systems, along with implementation procedures and support mechanisms, have 
been fully established.  
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In the context of marketing, the goals of this phase are to develop a high quality support 
team that enhances the value of the product, to develop replicable standards that make the 
implementation and support process more economical, and to establish superlative levels 
of customer satisfaction, so ITN products and services can sell themselves through good 
word of mouth.  
 
Expanding Services to Initial Participants: 
As founding participant HIS implementations become firmly established, RWHC ITN 
will be exploring additional product and service opportunities for these participants.  
Example of such opportunities include: a shared dictation system, shared coding, shared 
PACS, data exchange services, and other applications that would benefit participants and 
expand ITN’s offerings.  Once the collaborative HIS and datacenter are established, 
product expansion opportunities are projected to be significant.  
 
Growing the ITN Customer Base: 
Even as the above two phases are underway, preparation for broader marketing will be 
initiated through the development of an RWHC ITN website, by publicizing the ITN’s 
work at national and state conferences, and through ongoing networking with RWHC 
members and other Wisconsin hospitals and physician practices. 
 
A full scale marketing plan will be developed once the organization is ready and able to 
expand implementations to additional participants.  ITN planners’ goal is to add 2-4 
facilities over the next 5 years.    
 
8.  Financial Considerations  
 
ITN collaborative costs have been broken out into four distinct cost categories:  (1) HIS 
costs (further broken out into software, hardware, implementation, and support costs); (2) 
datacenter costs; (3) connectivity costs; and (4) staff and management costs.   
 
8.01 HIS Issues (Software, Hardware, Implementation, Support) 
 
HIS Negotiated Discounts: 
HMS has provided significant software, implementation, and support discounts due to the 
collaborative nature of this project.  Below, find the negotiated discount levels based on 
requested volumes, along with estimated cost impact of volume reduction. 
 
HMS Discounts 

• Software discount: $1,420,694, which represent 40-55% off standard HMS 
pricing, depending on facility volume.   

 
• Implementation discount:  $542,524, which represents 21% off standard HMS 

pricing 
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• Support discount:  $527,440 annually, which represents 58.6% off standard HMS 
pricing  (Note: existing HMS facilities will receive the above discount on current 
support agreements if they convert to the collaborative arrangement)   

 
HIS Hardware (Server) Savings: 
In addition to the negotiated collaborative discounts, cost savings will be realized through 
shared hardware.  RWHC ITN participant hospitals realize up to a 65% savings by 
owning and operating shared datacenter redundant servers, when compared to owning 
and operating individual-hospital redundant servers.  
 
8.02 Datacenter Plan 
 
The RWHC ITN primary datacenter is located at Five Nines datacenter (see Section 3—
Strategic Relationships) in Madison.  A second datacenter, for server failover, is located 
at the RWHC offices in Sauk city.  The datacenters are on a common virtual local area 
network (LAN) with a 100 Meg connection between them.  An additional redundant 
connection will be established for failover. 
 
Shared Datacenter Benefits: 
The shared datacenter creates dramatic savings for those participants that do not own or 
lease an appropriate, secure, temperature controlled, datacenter or server room.  By 
creating a collaborative datacenter, participants are essentially dividing their space, 
electricity, cooling and a variety of other costs between themselves.  Some local server 
closet/space is still necessary for participant non-ITN and facility-specific systems; but 
the group datacenter significantly reduces these local space requirements.  For those 
facilities with an existing datacenter or server room, the group datacenter yields savings 
in electricity and cooling costs; and mitigates the need for future server room expansion. 
 
8.03 Connectivity Plan 
 
As facility dependence on HIS and EHR systems grow, the dependability and stability of 
these systems becomes critical.  ITN planners have begun to address this issue by having 
a redundant server and datacenter configuration.  Redundant hardware, however, does not 
protect against potential network downtime in a wide area network (WAN) environment. 
 
In order to address this potentially weak link in the ITN model, ITN planners, with the 
support of the FCC Pilot Program, have created redundant connections and infrastructure 
for all RWHC ITN participants.  By providing greater bandwidth for those transmitting 
radiology and other images, as well as positioning participants for a variety of data 
exchange capabilities, the ITN connectivity model benefits facilities over and above 
shared HIS facilitation.       
 
Connectivity and infrastructure support costs are a requirement for each RWHC ITN 
participant facility.  Initially, connectivity and WAN infrastructure support costs will be 
low due to the FCC Pilot Program 85% contribution.  After year 5, connectivity and 
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WAN infrastructure costs may rise significantly depending on whether and how the Pilot 
Program is expanded.  However, the rise in connectivity and WAN infrastructure costs 
will roughly correspond with an even greater decrease in software and implementation 
loan repayment costs, so overall costs will not significantly fluctuate due to this.     
 
8.04 Staffing and Management Issues  
 
Shared Staffing Rationale: 
One of the factors identified by the Shared EHR Taskforce as critical to the success of 
HIS and EHR implementations was appropriate staffing to support participant hospital 
installations.  Currently, small community hospitals with clinical systems implemented 
devote between 1 and 2 FTEs to their HIS/EHR support and education function. This 
individual support model results in one or two HIS support staffers understanding thirty 
or so HIS modules broadly without necessarily understanding them deeply, and it often 
means that local process improvement work (how the system interacts with and 
maximizes efficiencies and safety in a given discipline/department) gets sacrificed for 
more immediate day-to-day troubleshooting.    
 
A significant benefit of the shared model is that participants pool their resources to 
provide a collaborative staff with detailed expertise in specialized HIS areas, so that the 
supporting individuals are able to master and keep up with the nuances of their modules, 
their disciplines, and their industry.  In addition, these supporting individuals help the 
collaborative of facilities develop standards of system implementation and use, so that 
participating hospitals can avoid “reinventing the wheel” on every issue.   
 
Staffing Brief Descriptions: 
 
IT Manager (.5 FTE)   
The IT Manager is responsible for supervising datacenter staff and overseeing server, 
equipment, WAN, and redundancy issues. 
 
WAN Specialist (1.0 FTE) 
The WAN Specialist is responsible for managing and supporting the hardware, systems, 
and telecommunications funded through the FCC Pilot Program. 
 
HIS Support Coordinator (1 FTE) 
The HIS Support Coordinator is responsible for supervising HIS application support 
staff; preparing implementation plans and timelines; organizing and leading ITN member 
advisory committee meetings; fostering collaborative processes between participants; 
organizing and providing HIS continuing education; organizing new software version 
release installations; and managing and providing application helpdesk support.  
 
HIS Application Specialists (4 FTEs) 
The HIS Application Specialists facilitate HMS module implementations and work with 
ITN members to ensure the HMS system is being used efficiently and to its full capacity 
at each participant site.  These people provide application helpdesk support, continuing 
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education, database expertise, table setup coordination, as well as a variety of other 
services related to the HIS applications. 
 
Staffing costs are distributed between participants based on a point system that takes into 
account a facility’s implemented modules.  
  
Management Roles: 
Louis Wenzlow’s Role (.5 FTE) 
Louis serves as the organization’s Administrator and Chief Information Officer, with 
responsibilities including strategic planning, facilitating ITN Board meetings and Project 
Workgroup meetings, business expansion planning, strategic partnership development, 
grant development, and organization promotion.   
 
Louis Wenzlow brings a range of qualifications to his role in the RWHC ITN.  Prior to 
taking his position at RWHC, he served as the Director of Information Technology at 
Reedsburg Area Medical Center, where he led a variety of patient safety related clinical 
system implementations, including CPOE and bedside medication verification; and where 
he served as grant applicant and project coordinator of a number of HIT related grant 
projects, including an AHRQ/THQIT planning grant.  As Director of Health Information 
Technology at the Rural Wisconsin Health Cooperative, his responsibilities include: (1) 
providing member hospitals with HIT consulting services, (2) spearheading collaborative 
HIT projects, and (3) advocating for small hospital needs as they relate to information 
technology.  In relation to this third role, Louis serves on the Wisconsin Doctors Office 
Quality—Information Technology (DOQ-IT) Advisory Board, the Wisconsin e-Health 
Initiative Information Exchange Workgroup, and co-chairs the Rural Health Information 
Technology Key Informants Committee. 
 
Darrell Statz’s Role (.2 FTE) 
Darrell serves as the RWHC ITN CFO, responsible for financial oversight, budget 
preparation, and the general accounting functions of the organization. As Director of 
RWHC Support Services, Darrell serves as the RWHC accountant and de facto CFO, 
making him highly qualified to meet the financial accounting needs of RWHC ITN.  
 
Management costs are distributed between participants based on a point system that 
take’s into account a facility’s implemented modules.  
 
8.05 Financing 
 
For ITN Participants: 
One of the benefits of the ITN model is that ITN participant hospitals pay a low upfront 
membership fee.  Software, implementation, hardware, and other capital costs are then 
spread out over 5 years and paid back as part of ongoing monthly service fees.   Service 
fee costs depend in large part on the applications ITN participants choose to implement.  
Facilities interested in the ITN collaborative model can be provided with cost modeling 
estimates that will demonstrate the significant savings of collaboration over a standalone 
HIS implementation model. 
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For ITN: 
The RWHC ITN is financed by a combination of funding sources.  On the strength of the 
service contracts of founding members, ITN received over $1,000,000 in startup funding 
in the form of a loan from Forward Community Investments.  Additionally, as stated 
previously, funding is being provided by HRSA’s CAHITN grant program ($1,600,000), 
a Congressional Appropriation ($179,950), and the FCC Rural Healthcare Pilot Program 
($1,500,000 over 5 years).  But the majority of funding is provided by ITN participants 
through their monthly service fees.      
 
  
8.06 Sustainability 
 
ITN sustainability is supported both in theory, by the fact that collaborative HIS costs 
significantly less than standalone HIS, and in practice, by the service contracts signed by 
ITN members.  The grant and other funding sources mentioned above have contributed to 
getting the ITN off the ground during its initial building period, but now that HIS services 
are being provided to all founding members, and thus continuous monthly service fees 
are being collected, sustainability over the initial 5 year service contract period is locked 
into place.   
 
Looking beyond the initial 5 years, sustainability only depends on current member 
continued participation, which is highly likely, since the migration back to a standalone 
HIS environment would be very costly and difficult.  Assuming appropriate service is 
provided by the ITN, the chance of losing participants is negligible (this is bourn out by 
other HIS collaborative experiences—INHS and SISU).   
 
Thus, even without any projection of additional participation, the ITN is positioned to 
continue operations indefinitely.  But ITN management and Board members feel it is 
highly likely that additional participants will join the program over the next 5 years.  
Several facilities are in a vendor selection process and are considering the ITN; others 
have indicated they may join once the initial group is fully implemented.  ITN planners 
are already able to demonstrate that participation can be 20% less expensive than a 
standalone implementation.  With each additional facility, that 20% savings goes up 5-
10%, making the business case even more compelling as additional facilities join.    
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